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L.3,   KWTRYAG1N*S   MAXIMUM   PRINCIPLE   IN OPTIMAL 
AUTOMATIC   CONTHOL  SYSTEMS   WITH LINEAR 

CONTROLLIKG FUNCTION 

«ÜSÖR- 

/""Followlng is the translation of an article 
by Ä.G. Butkovrskiy in AytoBatlchag.ko.ye .ffigyav^, 
lenlye. (Automatic Control), Moscow, Publish- 
ing House of the USSR Academy of Scieaess, 
1060, pages 0-16^ 

Introduction 

The necessity for realizing the optimal process on 
any given criterion in an automatic control system with 
limited control functions (actuating signals) has lead to 
the examination of a. certain problem in the calculus of 
variations. Such a problem in general cannot be solved by- 
means of the well-known Euler equations since the control 
function, varies only within a bounded and closed domain» 

The present paper contains a proof of L«S'» Pontry&gia's 
Maxisnra Principle for linear.control eysterns which is used 
as a basis in. determining the optimal control function when 
It Is limited by a closed domain. 

For the sake of simplicity, the article will deal 
only with optimum-rate systems; in  general» however, the 
'Maximun Principle is equally applicable, to other criteria 
in the form of an integral of functions of the system co- 
ordinates and controlling functions, 

1, Statement of the Problem 

We now proceed to state precisely the problem of 
optimal control with linear controlling function» In this 
case, the Maximum Principle is proved with the aid of «lassA~ 



cal infinitesimal variations of the control functions. 
Thus, lot there be a differential equation of order n 
which describes the transient process in a given automatic 
control system: 

x*n) s f<x,x\xM,...,xCft~l5> + u(t>.       CD 

Introducing the notation 

it is possible to rewrite equation (1) as a system of n-tfe 
order differential equations: 

* 1     5> 

x2 = x3; 
(2) 

&n~l .. __n 

= fCxxsx
z
s...,x»> + u<t), 

where u(t) is a scalar control vector. 
Let us assume that u « u(t) is a piecewise continuous 

function of time t,|u(t)|^l for any instant of time t. The 
last statement is a condition constraining the control fu»c~ 
tie« to lie within the limits of variation of u. The control 
u a u(t) with such properties will be termed a permissible 
control. 

For the salse of brevity and symmetry in notation, 
let us replace system (2) b?  a mori general system of n-th 
order differential equations 

x1 = fi(x1,x2,,..,xR) + b1u<t>,        <3> 

where i = l,2,,,,tn$ b'\ are all constant * numbers. 
Let us also write down system (3) in veet.Orial form: 

x is f(x) + bu, (4) 

where x = (x ,x ,...,xn), x = (x1, •««»«**># b ~  (b1,,,.,bn). 

The optimal control problem can be formulated £& the 
following: manner: 

let us consider two points jf0andYi
in *fce phase space 
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X  of system (3>  (x1, . ,« ,xK ) j it is requir&d to determine 
a permissible control u = u(t) such that the describing 
point xCx1,..«,»*1} of the system (3) will move from the 
Initial point YD 

to the ttn&l  point "^ in the shortest time. 
Without placing: any restriction on the  generality 

of the problem, it is possible to assume that the system 
was at point & at time t - G,   reaching point Xx   a* tits« 
t ss T, where T is the duration of the optimal process. 

2t Basic Relatioms 

It must be noted that the Maximum Principle is 
merely a necessary condition for the existence of an opti- 
mal process. Let us assume that there exists an optical 
control u" = ÜCt) and a corresponding optical locus ü - x(t) 
for 0^t-"T obtained from system (3> for u = u(t) and con- 
necting points ^0and ^^ with an optimal transition time 
equal to  T. Then this control u = u<t> and the corresponding 
locus x = x(t) = [ x1Ct)rrt«,, ,x

n{t)] satisfy system (3) for 
0^.1<T» i.e., 

x1  s ti{x
i
lttttx

n)  + b^Ct), i - 1,2, ...fnj 

X<0) rtX© • X<T) = fx. CS) 

Let us denote by cu = Ou(t) the various permissible 
variations of the optimal control "ü =*u(t), i.e., u + du(t) 
is a pleeewise continuous function of time t and \ u<t) + Gu<t)i 
^ 1 for 0 •Ss-.t-^.T, Further, let us denote by ox =  £x(t> the 
variations of the optimal locus "x ~  x(t) corresponding to 
the variations 5u -    5u(t> of the optimal control u ~"üCt)j 
moreover, 5x(0) = 0 and £x<T> = o, since the variational 
loci must pass through the points f0and $-± lying on the opti~ 
aal locus. _^ 

Let us now set u ~ u<t> = u(t) + Ou<t) - u + «u and 
x = x(t) ~  xCt) + cTx(t) - "x  + ex and make the substitutions 
into system (3). 

Separating from the right side of each equation in 
system (3) the first-degree terms in sTx* - Sx-^Ct) and making 
use of equations (5), we obtain 

" &_ 
C?XÄ U1  = ££&<?**+...+ bi^u, 

i = 1,...,n. (a) 



System <6) is a eo-ealled equation la terras, of variations; 
terms of order higher than one are designated by three dots. 

System (6> c&n be briefly writtea in the vector-mat- 
rix form 

%& ~  A Ox  +.,.+ b^ u, (7) 

where A » jjipL^I j» an n-th order square matrix. 

Examining first the system of equations of the. first 
approximation obtalaed from equations (6) and (7> by neglect- 
ing higher-order terms in ^x1 »••. we have: 

£ = 2L~>tT&  + b öU, i ~ l,...,n.     (8) 

It is possible to prove that g.* is the first approxi- 
mation toS «S i.e,, 

{£ (t) -Sx(tJ        ,c   s 
—■* — -J.-+-0 for i^uCt)f »Y^O, 

O^t^T.; 

In vector-matrix form, system <8> assumes the form 

£» A-| + bSuj 

f * <^.S2 S*>.  §« <fx.5a %n>, A «fl|£||-. 
Next, let us denote by Gttj), O^t^T, the set of 

points of the foraxftj) +g(t1>; these are the same points 
which may be reaohed at time tx moving with the aid of an 
arbitrary but permissible control u<t) = u*<t) + £u(t> in 
accordance with equations (8) and <0> with initial conditions. 
We shall prove that for <viy t1( O^t^T, the domain G<tj) 
is a convex set. Let.us take two arbitrary points .belonging 
to domain G(ti>, 

X1(t1) a x(tx) + ^<tl) (9> 

aad ., X2(tl> s *<t1> +^2<tl), 

obtained from the permissible controls ~u(t) «t-Su*(t) and 
u<t) + 5t,2(t)j o*£t*StL. 



lust  us  show that  point   x0<t^5   -    K-XjCt^)   + iAx2Ct) 
for"K^ 0,U >- Qt\+ lA   ~ I9   lying en  the segiaeut  joining 
points  3txCt£)  &n& 3£2Ctj)  is  also  included  la domain GC't^), 
i»e»,  that x^Ct,,)  belongs  to GCt^}«  &nd w© scctuaily obtain 
that 

e A[i(tr) + ^Ct^l + ^Cxctr) + 5a(4i^ s 

It is hence apparent that the point Xe(t^) is ob-; 
tained with the aid of the control *u<t) + \Su^Ct) + j'* öu^Ct}, 
OyUt^Ttj.. It »-«mains to show that this «aquation is permissible» 

We have that 
ju + %$ Uj + p'u2| e \\  (a +Sux) + jKu + Sn^}]^ 

since |u + °u1| -6-1 and ju + ^«^i ^ l* 
It follows from this that «©(tj.) belongs to GCt^)* 

l»e», domain G(t£> includes, along with BOB« two points, 
the entire segment connecting these points; this means that 
G(t^) is a convex set« 

Let us show now that the point "S(t^> ©f the optimal 
locus for ü^tn-sT lies exactly on the boundary of the con<- 
vex domain G<t^>. And actually» the point x(t,) cannot lie 
on the exterior of the domain Q<t») by virtue of the defi- 
nition of this domain (see page 4i. 

It remains for us to prow« that the point sRt^-) can* 
not lie strictly on the interior of domain G(t-)«, The asssump» 
tion that the point x<t_).lies strictly within the domain 
G<t ) leads, as is proved, to a contradiction of the fact 
which we assumed at th«* very outset» that the locus x »"xCt), 
0-^t^T is optiasal, since It is then possible to reach point 
x(tt> in a time shorter than t«., 

Since the set G|$ }t0 -4.t ^T, .is convex, it is possible 
to draw a support hyperpl&ne through pi&äni x£t), 0 <£* :-&-T, 
such that G<t> will lie on one side of P. At point sT<t? let 
us ta&e the vector, 

pCt> s (p^t), p2Ct>,..„tp
ß<t)>, 



orthoeonal to plane P and directed <mt of domain GCt). 
Since the vector J?(t) likewise direct©«* out of 

point s(t) and ha» it» «ad point in G<t), as a result of the 
convexity of G(t), we obtain the scalar product 

p(t>»^(t)^Ö  for  0 <j£t &T, (10) 

where the vector £<t) = f <t)t ^
2<t>»..., ^(t) is a solu- 

tion of the system (0) for any permissible control u + öu. 
The general solution of the non-homogeneous system 

of linear equation» <9) with the initial conditions |4C0>=0, 

i ~  l|»#.»n &*» th€r for» 
a.   . ^ *L. '*■ 

F4<t> «-5?*<t> \ £ ty <r>bf Jtimdr4     en) 

where 

f, <t) » <y1(t),^2(t)f.**, «pn(t>), j - l,2,..,n 

is a fundamental system of solutions to the homogeneous 
linear system corresponding to system C0>» and H^* (t)|{ is 
the inverse of matrix jWJCt)^ # 

As a result of the necessary condition <lß> for the 
optlma.1 solution and equation (11), we obtains 

p(t)^<t) « l/tt)^^ « 
i»l 

n  .    rt'.n 
«^p'Ct)^ ^(t>.{$ %\^^Su(T)dT « ■ 

i«i      <*s t- 2 rl 

s   C J^ ^cc>b? Jun?)dr -   J^)b^)d^^o 
0 

where   ^(t)   *  Cfx<t >,,.. ,fa(t)) , f^ Cf>'=' 



Hence, the optimum solution requires that the fol- 
lowing condition be satisfied: 

( fCT)b <Tu<T)dr ^  o. <is> 

From inequality (13) it follows that the optimum 
control 

u(t) =■• sign f (t>b, O^t^T. <14> 

Actually» since the function sign »  is anieeewise contigu- 
ous function of its argument and does not exceed unity in 
modular value, the control (14) is indeed permissible. No« 
let us consider the opposite case» i.e., that üKt)fe >9 
end u(t>"^ 1 for 0 -<=t ^T. In this ease »e assume 

(<k  » const )>0 for  <t)b <Co» 
u<t) = ^ 

f0 in ail other cases. 

The», as a. consequence of equation (18), we have that 

Cy (t)b £u(;r>dr - J^(t)bo4<rc >o, o^t^T, 
o 

Thus, w© obtain a. eontradietios with the aid of condition 
<13)| hence we conclude that for ^Ct)b>0,  u(t) - X in all 
cases, 

la a completely analogous manner, it is possible to 
show that for i|?Ct)b*ilo we obtain u « -1« Consequently, 
equation (14) has been proved. 

it ions g>rrvctor- f Ct) 

let us derive the differential equations which de- 
termine the vector^(t) = (^(t), ^Ct>,.. . , ^fi<t >) , O^t^T, 

AS a result of the fact that U<pj(t)lt and H^V (t)|] 'are 

mutually inverse matrices, »8 have that 

-P4 <t)4> (t) « d? «4        J 
X1
 *   V.0 for i j£ j. 



Differentiating this equation with.respect to  t, we 
obtain        t i # J, 

i£Ct>*Y <t> + ^COf J(t> -  ©.        (15) 

Sines %(f>  satisfies the equation 4i<t) - A^Ct), expression 
<15) way be rewritten as 

iA^ + ffi i5 ffi °» 

where A' Is the conjugate of■ matrix A, 
Th© lasst equation is sat Issued 2ov  any 1 *= 1,2,,,»,n 

aadv£.,^ .»•••»■>( are linearly independent vectors for any 
0^'t^T, M a fundamental system of eolutions. Thus, we ob- 
tain that 

f J rs -A»^j 3   = 1,2,... in. C16:> • 

Since the vector y>(t) is a linear combination of vector« 
9 (t), 3  = l,2,.,#n, \|>(t) will also satisfy equation (10), 

i e     ■ 
u;ct) » -A* ^Ct). (17) 

Further, let us write down the equation CV(t) for the 
oaee of the Initial system (2)t 

«2 ,.  .i,l   £ f  »il" 

1 Ox 
(18) 

*X. 

As a result of expression (14), the optimal control 
in this case will be u « signU) (i), since it is necessary 

to set b - (0,0,...,0,1). Let us now show that the expression 
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'4> €t)   *  0 on  any   Interval   (t„ ,   ta)dC *>»T.} if ^n<0>  * °* 

Let uö make the contrary assumption that  for 
t€(t1»tn)C  tO*T]v^   (*)  »0.   Then  as  a result  oiE  the  last 
equation*'!»*   (IS).,   we obtain that 

¥B-1*    -»fn -^n'l'a S 0 oa  (tltt2')c:to,'l5. 

From the seoond-to-last equation ©f systom (181 we 
obtain that 

since it has already bee» proved that vtf^^. i ^n«T 
5 °* e*c# 

up to the first equation of sjrstem (1®>. 
Thus f we have that 

fL(t) I- f2Ct) g .... g fn(t> g. 0 on <tltta)C|Q,T] 

But this solution is obtained only in the case *p<0) 
=0, due to the uniqueness,/ of the solution» We sow have a 
contradiction to the statement that C^CO / 0* This proves 
that the control u(t) « signi^n(t) is determined almost 
throughout  [o, T] * 

On the basis of these results» it is possible» to 
formulate the optimum condition in the form of L.S"*. B-ont- 
tryagitt*s Maximum Principle. 

Let us consider the scalar product 
n 

«/;<t>i(t> * £ t^<t)^(t>, 

whiish  on  the basis   of  system   <3>   is   equal  to 

f<t)ict) = g^«.(t)^(t> « ;| W< <t>fcicx<t)> + f<ct>Ä(t>J. 

For fixed vectors x<t) and vpCfc> and a varying parameter u(t) 
within the limited range |u(t)j i\% the last expressiv (16) 
reaches a maximum according to equation (14)* 



The Maximum; PrlaclBie,. • In order for u<t) .to be? as 
optimal control, it Is necessary that the function 

. •     '  n . 
■ SCx^.u) = f(t)x(t) =£l^(t)fjx(t}) + ik(t)b%Cti] 

reach a maximum along u(t) as this pieoewise continuous 
function varies within the interval [-1,1], The 2n~dimensional 
<«»vf>< vector, moreover» is the solution to the following 
Hamiltonian system: 

x1 B JJL- » 

2 X1 
? 

For the sa&e of illustration» .let us examine the 
derivation of an optimal control for the simplest second- 
order linear system. The control u(t), limited in its modu- 
lus to ju<t>][ «£1, is fed into the input of an aperiodic 
component with time constant T and gain k2. The signals 
at the output of the aperiodic component x2 

are *•* to the 
input of an integrator of gain kx and output xx.   The equations 
describing such a dynamic system will have the form 

*x« k2xaj £ 
(20) 

Substituting in: 

cars be rewritten 

. 2 '  "i: 

'      ' T m 

1  *l*2 x  2  ki 

1    2* 

x2, equations <20) 

Matrices A and A* in this case have the form 

(21) 

A e 
1\ 

.1 0  . I 
\  ■   T / 

f  A'. » 
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consequently, fop^(t), the system takes the form: 

^<t) » Or        -) 

f Ct> « -vji <t> + jM>*. J 

whence, 

<as): 

VT Farther, we find that *|J <t) = Q®/T 4- B^, where B 
and Dj are arbitrary constants, ^ 
Thus, the optimal control is of the form uCi) » sign CBfe tD^) * 
the constants B and Dj being determined by the condition 
that th« locus xCt) reach the required point at th* moment 
of process termination» t/^- 

It is evident that the function ^Ct) « a» '  changes 
sign not more than ©no® —• !#•♦, the optimal process must 
consist of two time intervals, in each of which u(t) takes 
on® of its limiting values. 
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